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Abstract

Autonomous systems such as driverless cars, drones, 

and robots are moving from the realm of science 

ction to reality, fueling an insatiable demand for 

accelerated, real-time application processing. 

Simultaneously, emerging technologies such as 

augmented and virtual reality (AR and VR), enhanced 

graphics engines, and conversational platforms, 

require intense processing power beyond that 

provided by standard CPUs.

Graphics Processing Unit (GPU), a supercharged form 

of computing, is the answer to the evolving trends. 

While the GPU was originally conceived to support 

advanced graphics for gaming and design, the form-

factor and unused processing power of GPUs is 

beckoning technology pioneers in other areas. 

Businesses are evaluating the ability of GPUs to 

enable high-performance tasks such as machine or 

deep learning, video analytics, AI-driven intuitive 

decision making, and gamication.

This paper focuses on leveraging on-board GPU to 

execute advanced public safety use-cases in 

unmanned aerial vehicles (UAV) and autonomous 

vehicle ecosystems, and highlights two use-cases: 

autonomous vehicles and Beyond Visual Line of Sight 

(BVLOS) drones. 
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GPU: Modern Day CPU for the Age of AI

The success of emerging autonomous systems such as drones 

and self-driving cars depends on their navigation systems’ 

ability to quantify uncertainty through real-time simulation, 

which calls for rapid processing. This is where GPU comes in. 

The GPU provides superior processing power, memory, 

bandwidth, and efciency, over a traditional CPU. It is 50 to 

100 times faster in processing tasks that require multiple 

parallel processes, such as machine learning algorithms and 
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Big Data analytics.  Unsurprisingly, this is leading to growing 

usage of GPU in scenarios that require high performance 

computing (HPC) such as gaming engines, video analytics, and 

machines, including autonomous cars, humanoids or robots, 

and UAVs. Thanks to its incredible compute performance, 

calculation density, time savings, and overall system speed, the 

modern GPU has morphed from a graphics processor into a 

general purpose co-processor that sits alongside the CPU in 

today’s advanced data processing platforms.

Leveraging On-board GPU for Accelerated, 

Real-time Processing

The rise of GPU, however, does not signal the death of the CPU. 

In fact, the combined power of GPU and CPU processing is 

essential to signicantly accelerate analytics, engineering, 

consumer, and enterprise applications. For instance, during the 

performance test of a face detection system we conducted, it 

was found that using a combination of GPU and CPU cut the 

processing time in half as compared to CPU processing alone 

(see Table 1).
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Real data 
(2.63 MB per 
frame

Extrapolated 
(200 GB per 
frame

Real data 
(2.63 MB per 
frame

Extrapolated 
(200 GB per 
frame

GPU processing 
time

90.828 milli-
seconds (ms) 1.94 hour

GPU is not 
used

GPU is not 
usedHost to device 

transfer
81.93 micro-
seconds (us)

6.38454 
second

Host to device 
transfer

43.89 us 3.4183

CPU time to 
execute 
complete time 750 ms 16 hour 1400 ms 32 Hours

Table 1: Processing time for GPU Vs CPU for a face detection system
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So how can autonomous systems leverage on-board GPU for 

accelerated processing and high performance? The need for 

parallel programming across heterogeneous systems has 

evolved programming languages such as OpenCL and CUDA. 

These enable customization of advanced applications (video or 

image analytics leveraging deep learning models) for 

deployment on GPU. The CPU (on standard x86 systems or 

equivalent) then transfers the processing to the on-board GPU. 

GPU processing scores over CPU because of the following four 

parameters:

n Compressed GPU execution (time taken by GPU to execute 

an algorithm)

n CPU-GPU transfers (time taken for handovers)

n CPU wait time (time take for CPU to wait for GPU processing 

completion)

n Abbreviated CPU execution (time taken by CPU to execute 

pipeline)   

What Does GPU Computing Bring to 

Autonomous Systems?

Autonomous systems augment navigation with high-quality 

sensor data to enable better interpretation of the surrounding 

environment, leading to improved accuracy and performance. 

However, increasing the amount of input data alone does not 

drive enhanced accuracy. The system must be equipped to 

process the data quickly enough to make a difference in its 

real-time response and capabilities. Given its parallel, 

throughput-oriented nature, the GPU is a natural and excellent 

t for solving the real-time processing challenges of 

autonomous systems. Here are two use cases:

Autonomous vehicle driving safety

Autonomous vehicles have the potential to change more than 

just how we get from one place to another. They can 

signicantly reduce the number of accidents, cut fuel costs, 

accelerate speed, and even provide mobility to those who can’t 

drive. Fueled by AI, embedded GPUs can make autonomous 

vehicles smarter by enabling features such as lane detection, 

lane departure warning, distracted driver warning, and road 

signs or pedestrian detection.  An on-board GPU can be 

integrated with the dashboard camera for image acquisition of 

the autonomous vehicle front view, which can be further ne-

tuned using the computer vision algorithm to track the latitude 

and longitude precisely.
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Anticipating every possible scenario that a self-driving car 

might encounter is nearly impossible. Deep learning, which 

relies on powerful GPUs, helps tackle this challenge by 

analyzing humongous amounts of data to enable deep neural 

networks to learn, adapt, and improve their problem solving 

capabilities in real time. Geo-tagging of images and landmarks 

can help deep learning algorithms to dynamically select travel 

routes in autonomous vehicles, with sensor integration 

enabling reliable and precise on-road navigation. 

GPU based advanced driver-assistance systems (ADAS) can 

also reduce human error, which accounts for 94% of car 

accidents in the US alone and 1.2 million deaths worldwide 

every year, according to data from the National Highway Trafc 

Safety Administration and the World Health Organization 
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respectively.  Human error typically occurs when drivers are 

fatigued (frequently driving for 3-30 seconds with their eyes 

closed) and/or distracted (text messaging, reaching for an 

object at the back, or trying to operate the radio). Toyota is 

exploring the use of GPU-powered simulation and deep learning 
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in making its self-driving cars smarter.  In the future, GPUs 

could also enable superior trafc control and surveillance 

through automatic number plate recognition systems. 

Autonomous drone search and rescue operations

New use cases of drones extend far beyond delivering 

shipments. GPU computing can enable improved spatial 

awareness when operating drones beyond line-of-sight as it 

impacts how drones communicate with each other and with 

other unmanned aerial systems (UAS). Coordinated 

communication between the drone and the ight management 

system enables real-time ight monitoring for improved ight 

path conformance and dynamic adjustments to drone 

operations. Seamless drone trafc management helps improve 

ight efciency and reduces air collisions, paving the way for 

automated search and rescue operations, and quicker and safer 

disaster recovery. 

Intel has partnered with NASA, the FAA, and industry partners 

to introduce its Aero Ready to Fly Drones powered by GPU 

computing, that are designed to conduct advanced mission 
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critical safety operations.  BVLOS drones can also be used in 

case of forest res and natural disasters such as earthquakes 

and storms, to track, trace, and rescue humans. Researchers 

from the DalleMolle Institute for Articial Intelligence used 

deep learning to train a drone to navigate a previously-unseen 

trail in a densely wooded forest.  The drone was able to 
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determine the correct direction of the trails with 85% accuracy, 
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while humans could achieve only 82% accuracy.

Unleashing the Power of GPU Computing

By simulating human intelligence powering systems, GPU 

computing helps unlock the mysteries in humungous amounts 

of data, in real time, to augment autonomous systems. In 

addition to the use cases discussed, GPU computing can 

enhance enterprise data center security by deploying an anti-

virus application on GPU to enable email attachment scanning. 

Similarly, its application in virtual reality is on the rise, wherein 

participants can test and apply their safety skills in various 

simulated scenarios without being in actual danger. 

Supply chain and inventory control is another key area where 

GPU computing can enable real time data analytics 

visualization for shipment and in-store inventory optimization. 

Walmart’s Data Cafe powered by GPUs analyzes 200 streams of 

internal and external data, including 40 petabytes of recent 

transactional data to make faster sales and inventory 
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decisions.

As GPU applications gain rapid traction, understanding its 

capabilities and evaluating the possibilities, can help 

organizations outdo competition in today’s uber competitive 

markets.
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